
In many fine-grained object recognition 
datasets, image orientation (left/right) might 
vary from sample to sample. Since handcrafted 
descriptors such as SIFT are not reversal 
invariant, the stability of image representation 
based on them is consequently limited. A 
popular solution is to augment the datasets by 
adding a left-right reversed copy for each 
original image. This strategy improves 
recognition accuracy to some extent, but also 
brings the price of almost doubled time and 
memory consumptions.

In this paper, we present RIDE (Reversal 
Invariant Descriptor Enhancement) for fine-
grained object recognition. RIDE is a generalized 
algorithm which cancels out the impact of 
image reversal by estimating the orientation of
local descriptors, and guarantees to produce 
the identical representation for an image and 
its left-right reversed copy. Experimental results 
reveal the consistent accuracy gain of RIDE with 
various types of descriptors.

ABSTRACT

In this paper, we propose a novel algorithm 
named RIDE (Reversal Invariant Descriptor 
Enhancement) to cancel out the transformation 
on local image descriptors when the input 
image is reversed. Based on which, we obtain a 
reversal invariant image representation, which 
produces significant improvement in image 
classification tasks.
1. With several verification experiments, we 

demonstrate that reversal invariance is very 
important for robust image representation, 
but it is not considered in most popular 
local descriptors such as SIFT.

2. We propose RIDE, a simple algorithm to add 
reversal invariance to local descriptors. The 
algorithm is based on the observation of the 
structure of SIFT descriptors. We compute 
the orientation of an SIFT descriptor based 
on the oriented gradients, and transfer the 
orientation to other local descriptors.

3. To the best of our knowledge, RIDE is the 
first efficient algorithm to extract reversal 
invariant image representation for image 
classification.

Experimental results on several popular image 
classification benchmarks verify that RIDE 
effectively improves the image feature quality. 
Compared to data augmentation, we produce 
slightly better recognition results with only half 
computational costs. The success of our 
algorithm also lays the foundation of combining 
reversal invariance to some new algorithms 
such as training a reversal-invariant 
Convolutional Neural Network (CNN).
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Conclusions
In this paper, we propose RIDE (Reversal Invariant 
Descriptor Enhancement) which brings reversal invariance 
to local descriptors. RIDE cancels out the impact of 
image/object reversal by estimating the orientation of each 
descriptor, and then forcing all the descriptors to have the 
same orientation. Experiments reveal that RIDE significantly 
improves the accuracy of fine-grained object recognition 
and scene classification with very few computational costs. 
Compared with dataset augmentation, RIDE produces 
better results with lower time/memory consumptions.
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The combination of 𝐺𝑋 and 𝐺𝑌 handles up to 8 cases
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Useful Notes
1.A simplified version of RIDE is 

Max-SIFT, which is extremely 
easy to implement and has no 
cost to improve classification.

2.RIDE can handle various types 
of reversal transformations, 
including left-right reversal, 
upside-down reversal and 90, 
180 or 270-degree rotations.

3.RIDE can be applied to any 
types of local descriptors, by 
transforming the orientation 
computed on SIFT to them.

4.RIDE can be generalized to 
fast binary features, such as 
BRIEF or ORB, by computing 
orientation stats on them.

Please refer to our paper for more results

SIFT
ORIG RIDE AUGM RIDEx2

25.77 32.14 31.60 34.07
LCS 36.18 38.50 38.97 40.16
SIFT+LCS 38.11 44.73 43.98 46.38
RGB-SIFT 31.36 39.16 38.79 41.73
OPP-SIFT 35.40 42.18 41.72 44.30

SIFT+LCS, large vocab.
ORIG AUGM RIDEx2

47.61 50.16 50.81
SIFT+LCS, part det. [6] 56.6 59.1 60.7
SIFT+LCS, part det. [12] 65.3 67.0 67.4

Results on small codebooks (GMM, 𝐾 = 32)

Results on large codebooks (GMM, 𝐾 = 256)
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